
Presented at

DISTRIBUTION STATEMENT A. Approved for public release: distribution unlimited. 

Corrosion Detection using Deep Learning

Validation Loss: Initially higher, potential overfitting.
Crosses over around epoch 15, improved generalization.
AUC Scores: Both increase over time. Validation consistently lower,
moderate overfitting.
Additional Points: Smooth loss curves, stable training. Monotonic
AUC increase, no convergence issues.
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“Corrosion is defined as the deterioration of a material,
usually a metal, because of reaction with its environment.”

Data preprocessing
Pixel Normalization: Pixel values in image data range from 0 to 255.
Normalizing pixels scales values to a range of 0 to 1.

Data Augmentation
Enhancements like zooming, shearing, horizontal flipping, and vertical
flipping. Prevents model overfitting by adding variety to training data.
Introduces small adjustments to enhance dataset diversity

The provided code utilizes Selenium WebDriver and PIL library to
perform web scraping and image processing tasks. It includes functions
for fetching image URLs from Google search results, downloading and
persisting images to a specified folder, and handles exceptions during
these processes. Additionally, the code sets up the environment with
necessary imports and specifies the path to the Chrome WebDriver
executable for Selenium.
For example, “ship hull rusted”, or “metal rod rusted”

The whole dataset was divided into a ratio of 70% for training, 20% for
validation, and 10% for testing.

AUC Score: 0.9487, excellent classification ability.
ROC Curve: Steep initial slope, significant improvement over random
chance.
Performance Metrics: High TPR: 50.08% accurate identification of
corrosion cases. Low FPR: 8.30% incorrect prediction of non-
corrosion cases as corrosion. Precision: 85.4% accuracy in predicting
positive cases. Low TNR: 37.27% correct identification of non
corrosion cases. Low recall: 57.6% of actual corrosion cases missed.
Model Utilization:
• Saved model processes test image.
• Image overlay technique highlights corrosion areas.
• 87.36% accuracy when predicting a positive case.

The model excels in identifying corrosion with high accuracy and holds
promise for real-world use. Further optimization techniques could
enhance its performance, and its improving AUC scores suggest a
positive trend. With careful adjustments, the model can achieve even
better results in corrosion detection.

Future works
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Model Architecture
Five convolutional 2D layers with 256, 128, 128, 64, and 64 filters
respectively followed by a max-pooling layer. Dropout layers
implemented after each max-pooling layer to mitigate overfitting.
Two dense layers with ReLU and sigmoid activations for binary
classification.
Training Process: Adam optimizer updates model weights based on
gradients during training. Binary cross-entropy loss function guides
optimization by quantifying label prediction disparities.
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